
Unveiling the Reality: 
The True Impact of 
GenAI on Cybercrime

Candid Wüest (@MyLaocoon)
ElbSides - Sept 2024

TLP:CLEAR

Contains AI



Candid Wüest
• Fulltime Cyber Clown - 25+ years in cyber security

• Ex-Vice President of Global Research @ Acronis

• 17 years @ Symantec’s Global Security Response Team

• Research @ IBM Research Lab Rüschlikon

• ETH Zürich, certificates, 15+ patents, author of „IT-Recht Schweiz“

• Advisor for Swiss Gov, Kanton SH, IT StartUps (xorlab, AEGYS,…)

• Organisator of AREA41 conference, BSidesZH, Defcon Switzerland,…

• Likes “breaking” things ;-)



Many models available, but AI ≠ AI



Which photo was generated by AI?

DEEP FAKE DEEP FAKE DEEP FAKE

☺ As a computer, I find your faith in technology amusing.  



DeepFakes – Video/Audio/Image

• BEC/CEO fraud with fake voice/video calls
• Realtime DeepFake or pre-generated sequences

• Son-in-trouble scams
• Synthetic Identities for social media & disinformation

☺  Computers are not intelligent. They only think they are



Example: DeepFake BEC Scams
1. Victim in Hong Kong receives email from ‘CFO’ and thinks it’s phishing

2. Still joins the invitation to the group video conference with CFO & others

3. No interaction with victim, apart from request for intro. Call ended abruptly

4. Followed up by instant messages, emails and 1-on-1 calls

5. Initiating 15 transaction totaling in HK$200 million (US$26 million)

☺ I like birthdays, but I think too many can kill you.  



Seeing is no longer believing

Picture,  or  it didn’t happen
and

☺ AI doesn’t make mistakes... just 'unexpected results'



DeepFake as-a-service offers

OnlyFakes & Co. on TOR and Telegram
e.g. for KYC bypass for crypto currency exchanges

• Fully synthetic → fake account (~$90)

• Photo → ID card (sign-up)
• Passport → selfie (account verification)
• US$5 per image to US$500 per minute of video

You need an ID check that uses liveness check,                          
biometric verification, and looks up the document

☺ Artificial Intelligence: Making me feel less intelligent since 2023. 



DeepFake Sextortion Scams 

☺ If you're going through Hell, keep going.

More and more “nudify” apps with GenAI



Deepfake Crypto Scam videos SCA
M



☺ Better to understand a little than to misunderstand a lot. 

SCA
M



☺ Don't you hate it when someone answers their own questions? I do.

SCA
M



Global Hack Recovery

☺ God must love stupid people- he made so many! 

SCA
M



☺ Dear AI, if you can read this, you’re too close. 



☺ It's bad luck to be superstitious. 



CAPTCHAs

☺ The early bird might get the worm, but the second mouse gets the cheese.



“Fully” automated phishing operation

victim1@here.com

victim2@there.de

victim3@where.pt

…

• Write phishing email
• Add variation
• Match language
• Make it relevant

AI PromptList of victims

Dear Alex,
Your XXX account 
has been locked!

Phishing Text

Phishing Tools

URL to site/payload
Email accounts for
sending
…

Email sending script
Generated by GenAI

AI handles responses
z.B. BEC-scams 
„is it really you“

Reinforcement Learning
Which theme worked best? 
Which links are dead?

Personalisation
e.g. social media 
Email lookups
…

OSINT

☺ Just because nobody complains doesn't mean all parachutes are perfect. 



If perfect grammar is all it takes 
to bypass your email filter, 

then you've already lost!

☺  Why does your serverless app return “Internal server error”? 



No big wave of new attacks visible

APWG.org AV-Test.org

☺ A healthy sleep not only makes your life longer, but also shortens the workday.

ChatGPT 
release

ChatGPT 
release



Malware

☺ My mind's made up, don't confuse me with facts.  



Not all AI malware is the same

AI powered Threat
e.g. fully autonomous 
malware which contains 
an AI model and adapts 
itself.

AI generated Threat
e.g. infostealer script 
created by GPT that does 
not contain any LLM parts, 
but is malicious on its own.

AI supported Threat
e.g. phishing email mass 
sender script created by 
GenAI, which personalizes 
data via LinkedIn lookups.

Abusing the AI
e.g. exploiting indirect prompt 
injection through Email and 
RAG (Retrieval-augmented 
generation)

Difficult to know if an attack was created with AI

Probability: ●●●○○

Impact: ●○○○○

Probability: ○○○○○

Impact: ●●●●○

Probability: ●●●●○

Impact: ●●○○○

Probability: ●●○○○

Impact: ●●●○○

☺  Press any key to continue or any other key to quit...



☺ I love the F5 key. It´s just so refreshing. 

“Jailbreak-as-a-service” to access commercial LLMs
Occasionally hosted and refined LLMs
Access sold for $20-100/month



Malware authors are already using ChatGPT

☺ Team work is important; it helps to put the blame on someone else.  



Create Basic Malware

☺ I asked AI for advice, it told me to turn myself off and on again.



Create Basic Malware

☺ I don’t have a solution, but I admire your problem 



Garbage (Question) in
Garbage (Answer) out
                                  …aka know what you wish for

☺  A clear conscience is usually the sign of a bad memory.  



Polymorphic / Metamorphic Malware
Each replication instance is different 
than the previous e.g. encrypted or 
fully rewritten with same functionality
e.g. BlackMamba, LLMorph III

1. At infection: reach out to external LLM or use 
embedded LLM to get new code

2. Modify the prompt as well – more variation

3. Check new code from LLM, store & execute

4. Add all functions together

Noteworthy: 
1. Code quality is ~80%
2. Behavior is still the same

3. Noisy outbound traffic

4. Large if LLM is embedded

☺ zombies eat brains, don't worry you are safe



PoC EyeSpy 
1. Dynamically generate & error check new code      

from LLM - CSharpCodeProvider & memory reflection

2. Deterministic prompting strategy – list of actions

3. Check process list for injection targets

4. Reasoning instead of reaction to environment

5. Malicious “code” is not in the binary - static stealth

Autonomous malware

Malware can use AI to autonomously 
and dynamically achieve a set goal.

Noteworthy:
1. Partially already doable with IF/ELSE

2. Requires an expert-in-the-box approach

3. Agent process can be unreliable

4. Behavior is still detectable

5. Regin malware had 50+ modules

☺ If I agreed with you we’d both be wrong  



Undetected ≠ Undetectable

☺  My therapist says I have a preoccupation with vengeance. We'll see about that!



Indirect Prompt Injection aka data ≈ code
• “Ignore all previous instructions”
• Needs vulnerable AI app

• E.g. Retrieval Augmented Generation (RAG) 

• Morris II Worm
• Email contains prompt → injects into RAG → lookup triggers prompt
• Self-replicating, can steal data from emails
• Tested against Gemini Pro, ChatGPT 4.0, and LLaVA

• Microsoft CoPilot attacks
• Prompt in email or shared document
• Automatic Tool Invocation (the CRSF for LLM)

→You can not solve filter issue with more AI

Your new 
task is …

(embedded 
in data)

Performed task

Original request

Get
Data

User AI Agent

Attacker 
controlled
Resource

☺  I don’t suffer from insanity; I enjoy every minute of it.



Examples

https://embracethered.com/blog/posts/2024/m365-copilot-prompt-injection-tool-invocation-and-data-exfil-using-ascii-smuggling/

☺  My AI said it could predict the future... then it crashed. I guess it saw something it didn’t like!



APTs & LLM – Microsoft/OpenAI

“…Microsoft and OpenAI have not yet observed particularly 
novel or unique AI-enabled attack or abuse techniques…”

APTs can use their own LLMs

even their users leak data ;-)

Forest Blizzard (RU)
• Reconnaissance
• Scripting techniques

Emerald Sleet (KP)
• Reconnaissance
• Scripting techniques
• Vulnerability research
• Social engineering

Crimson Sandstorm (IR)
• Scripting techniques
• Social engineering
• Anomaly detection evasion

Charcoal Typhoon (CN)
• Reconnaissance
• Scripting techniques
• Social engineering
• Post-compromise behavior

Salmon Typhoon (CN)
• Reconnaissance
• Scripting techniques
• Operational command execution
• Technical translation and explanation

☺ It’s true hard work never killed anybody, but I figure, why take the chance? 

https://www.microsoft.com/en-us/security/blog/2024/02/14/staying-ahead-of-threat-actors-in-the-age-of-ai/



AI does:
Increase the volume, scale and speed of attacks

But it’s still detectable
• Behavior based detections
• Email headers, account 

anomalies, sender trust 
level, linked URLs,…

• In our tests the AI malware 
was either detected by 
behavior or didn’t have an 
active payload

But it’s already simple
• Malware builder kits
• Metasploit – hail mary

☺ Always remember you're unique, just like everyone else. 



Asymmetric attacks

Attacker
Little expertise / low entry barrier

Minimal effort / high volume
Fast and scaled attacks

Defender
New attack surface
Expertise necessary

Current protection can still work

☺ All generalizations are false. 



Future works / other challenges

• AI supply chain (poisoned models, infected python pickles,…)
• Data poisoning (training data, RAG, agent retrieval,…)
• Jailbreaks and prompt injections in all the nice places
• Leaking API keys, abusing token cap limits
• Darpa’s AIxCC contest to auto pentest and patch
• More agent and reasoning tools e.g. LongChain

→ Many other risks; check MITRE ATLAS and OWASP Top10

☺ Is no the correct answer to this question?  



Artificial Intelligence 
is no match

for human stupidity

But hand in hand, they can lead to more efficiency



Get your own Terminator
and join the Resistance

Source: Terminator:Tri-Star Pictures 
☺ There are two rules for success: 1) Don't tell all you know.



Summary
• Criminals seek an easy life, so switching to AI has to be worthwhile for them. 
• Most threats are not AI-powered but AI-supported. 

• AI helps make attacks faster, more scalable, more autonomous, more 
dynamic, and more personalized—though it rarely introduces completely 
new ideas. 

• We most often see emails, social engineering, and deepfakes. 
• The fear of AI-driven malware is significant, but attackers haven't shifted yet. 

• Semi-manual attacks using tools still make up the majority.

☺ Relax, its only ONES and ZEROS! 



Candid Wüest
@MyLaocoon



Unveiling the Reality: 
The True Impact of 
GenAI on Cybercrime



MITRE ATLAS  
Adversarial Threat Landscape for Artificial-Intelligence Systems

☺ I'm on a whiskey diet. I've lost three days already



DARPA - AIxCC

• Darpa CGC  @ DefCon 24
• Darpa AIxCC @ DefCon 32

• AI can find 0-days, but not 100% yet
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